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Welcome in the Data Science World |

Data Science uses

e Mathematics and Statistics
e Computer Science
e Domain expertise

on data to build information and extract
knowledge (for decisions and actions)

Very general skills increasingly needed in
all empirical research and business
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Module 2

Topics in Statistics

edit - view

o Levels of o Probability theory o Averages o Hypothesis testing
measurement + Random variable o Statistical dispersion o Estimator

o Sampling o Probability distribution ¢ Summary statistics o Maximum likelihood

o Statistical survey « Independence o Skewness o Bayesian inference

o Design of experiments o Expected value o Correlation o Non-parametric

o Data analysis o Variance, covariance o Frequency distribution statistics

o Statistical graphics o Central limittheorem o Contingency table o Analysis of variance

o History of statistics o Regression models

Schedule

gconti.epfl@gmail.com
sigve.haug@math.unibe.ch

» Computational
statistics

o Decision theory

o Multilevel models

o Multivariate statistics

o Statistical process
control

o Survival analysis

o Time series analysis

First day

e Descriptive statistics

Second day

e |Inferential statistics: Parameter Estimation

Third day

e |Inferential statistics : Hypothesis Testing

Fourth day
e Putting it all together

Project
e Presentation session 2020-10-16/19


https://ilias.unibe.ch/ilias.php?ref_id=1535865&cmdClass=ilcontainerpagegui&cmd=preview&cmdNode=y2:n0:9j&baseClass=ilRepositoryGUI
mailto:gconti.epfl@gmail.com
mailto:sigve.haug@math.unibe.ch

Teaching method IN CLASS

Students practice applying key
concepts with feedback

Inverted classroom based paripas S st R

their learning

e [ntroduction lectures

e Real content you learn Why

yourself with the notebooks
e Supposed to be better

e Discussion sessions based on

. e More fun
your questions and comments

e Project : Poster with poster e Learning by doing

presentation
To give back sense to being

present (Marcel Lebrun)

e 1-2 questions to post every
day on the chat



Description

The Iris Dataset

(petals) ——

e 3 classes : setosa, versicolour, virginica %

e 4 observables:

. yellow patch
» How could you use this to (signal)

o petal :length, width characterize your dataset ?

- ‘b falls
3 (sepal)

o sepal : length, width



https://archive.ics.uci.edu/ml/datasets/iris

ForetaSte (4th day) Descriptive statistics, hypothesis testing, ...

Some new company recently sequenced the genes of the Iris species Setosa
and patented it, apparently in order to preserve this species because it is so
beatiful. Due this patent it is not allowed to change the plant.

A big farmer and hater of Iris and with a field where Iris is a disturbing weed, has
been using a new product from Sonte Manto for a couple of years. The product
is supposed to effectively kill Iris plants.

A big Iris lover collected a sample of Iris plants from the farmer's field and thinks

the Iris Setosa setal leaves are bigger than normal. She sent the sample to the The court is
company, which in turn came to the conclusion that Setosa must have mutated asking you to
due to the product from Sonte Manto. give a neutral

So the company sued Sonte Manto with the claim that they have changed the and scientific

plant with their product. Sonte Manto may risk to pay a billion dollars. advice.



The Project
e Find your own dataset of interest
e Group of 2 people
e 15min presentation, 15min questions
e Half-day presence on October 16t

(morning) or 19t (either morning or
afternoon)
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The context

CHOOSE
YOUR OWN “
DATA SCIENCE |’
ADVENTURE
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YOU WANT
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Author: @quaesita
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Describing Data

e Learn about the
distributions

e Features, patterns
e COutliers, quality etc

e No inference can be better
than what the data gives

e Create trust

Many possibilities

Listing it all

Words

Mathematics (statistics)
Tables

Graphs (visualisation)

Animations etc ...
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Good description is the basis for good inference

e Descriptive statistics helps choosing

a good model

e The model can then be used for

inference
o Interpolation
o Extrapolation
o Hypothesis testing
o Discoveries and exclusions

e Basis for good decisions

e Do you want to build this ?

Some possible FCC-hh geometries

. I_H HE-LHC FCC-hh FCC-hh
27km,8.33T 27km, 20 T 80km,20 T 100km,16 T
14 TeV (c.o.m)) 33TeV(c.om) 100TeV (c.om.) 100TeV (c.o.m)




Descriptive statistics : Definition

Descriptive statistics are used to
describe the basic features of the
data in a study. They provide simple
summaries about the sample and the
measures. Together with simple
graphics analysis, they form the
basis of virtually every quantitative
analysis of data.

Planning
Requirements

Data Collection
Preprocessing

Descriptive
Statistics

Classification, Discrimination,
Clustering

Inferential
Statistics
(regression, tests)

nw-n<rrz>r >—>»0
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Descriptive statistics : Central Topics

1)

2)

3)

4)
S)

6)

Probability interpretation

Random Variables (RV)

Models:

Probability density functions(p.d.f.) (continuous)
probability mass functions (p.m.f) (discrete)

Moments (center, shape, dispersion)
Summary tables and graphs (visualisation)

Dependence (correlations,...)

1 1 )
pu-30 pu-20 pu-0

u

2,35%

] T 1
u+o upu+20 u+30
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1) Probability interpretation

Objectivist

e Relative frequency
e Frequentist

e Frequentist statistics

PA) = fim times outcome is A

=30 n

DID THE SUN JUST EXPLODE?
(ITS NIGHT, 50 WERE NOT SURE,)

THIS NEUTRINO DETECTOR MERSURES
WHETHER THE SUN HAS GONE NOVA.

THEN, ITROWS TWO DICE. |F THEY
BOTH COME UP SiX, IT UES TO US.
OHERWISE,, IT TELLS THE TRUH.

LETS TRY.
DETECTOR! HAS THE

Subjectivist
e Degree of belief

e Bayesian

e Bayesian statistics

P(A) = degree of belief that A is true

P(BIA)P(A)

P(AIB) = P(B)
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2) Random Variable (RV)

Why is it random? Example

e Based on a sample,

not the full population e RV =amount of CHF on Swiss bank

accounts
e Limited resolution

e Quantum mechanics e Sample by checking 1000 accounts

e Get a (normal?) distribution
e A new sample will not yield exactly

the same distribution (statistical
uncertainty)
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3) Probability density/mass distributions

nlichkeit

‘w 0.20 9

2,35%

01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
k

1 I | I
u-30 pu-20 p-0 u u+o u+20 u+3o0

» Which is which (pdf, pmf) ?
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4) Moments  a=£w1= [

(¢ o]

0

x" f(x)dx

The moments are used to describe the data :

e 1. Moment (n=1) : Mean

e 2. Moment (n=2) : Variance 0?2

e Standard deviation o

08+

Mean: 0 06+

Standard Deviation: |

A

y

Mean: 2

Standard Deviation: 0.5

H=0

X =

e 3. Moment (n=3) : Skew (symmetry) o2 =V[x]= /m(x — W f(x)dx =...=

e 4. Moment (n=4) : Kurtosis (tails)

Standard error :

Sz

i

i(-xi _f)z

n-1

i=1

n

a2

7

Z
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Quantiles

Values indicating certain
surface fractions

e Percentiles
e Median (50%)

e Quartiles

= E > ; ; " *

Are you able to "see or imagine” this distribution as a box plot?
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5) Summary tables

Grouped data

e Frequency of data in
defined bins/ groups

e The graph to the table
would be a histogram

Frequency

Frequency

Time taken (in seconds) Frequency
5=t<10 1
20|25 24 33|13 10=st<15 4
26| 8 |19 31 | 11 15=t<20 6
16 121 |17 | 11 | 34 20=st<25 4
141521 |18 |17 25=st<30 2
30=t<35 3
Histogram Bin Width = $10,- Histogram Bin Width = $25,-
801 200
601 o 1507
401 S 100
2
w
20 504
0= all T T T 0= - T T T
$800 $900 §1000 $1100 $1200 $1300 $1400 §1500 $900 $1000 $1100 $1200 $1300 $1400 §1500
Gross monthly salary Gross monthly salary
Histogram Bin Width = $50,- Histogram Bin Width = $100,-
500
400
§ 300
s
£ 2004
1004
$900 $1000 $1100 $1200 51500 511100 515‘00 - $900 $1000 $1100 $1200 512;00 511;00 51%00

Gross monthly salary

Gross monthly salary




5) Summary tables

Contingency tables

e Frequency of multivariate
data in a matrix format

e Here two random variables
(sex and handedness)

e The graph to the table
would be a scatter plot

Life Expectancy

80

70

60

50

40

30

Handed-

ness Right handed Left handed Total

Sex
Male 43 9
Female 44 4
Total 87 13

L]
Y
® ‘.0..05\:
L] (] ‘ °
P e
o‘..... o.'q".’. ® e
[ ] ..
SRR, Lot
L]
. e °
PR T
.. e ® o,
. ‘:. Xy *
¢ 00, e 0"
. (4 oo * ®
° ‘."..‘o of o
o® (.3
Y (L) ;. '
[ 4
L]
1000 2 5 10k

GDP per Capita

100k

® 2007
® 1952
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cov(X,Y) = E [(X — E[X])(Y — E[Y])

6) Dependence

Population Covariance Formula

Sample Covariance Formula

Two random variables with covariance= 0
are said to be uncorrelated

® The normalised covariance is the
correlation p

p=-1

e Two random variables with positive

covariance are said to be correlated
0< p <+1

® negative is anti-correlated

e |[f the variables are the same, we get
the variance (Cov(X,X))

p=+1

Cov(X,Y)=

Cov(X,Y)=

-1<p <0

2 xi—x)(y;=y)

N

Z(xi_})(yi_y)

N-1

. p=0
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The Iris Dataset

(petals) ——

e 3 classes : setosa, versicolour, virginica %

e 4 observables:

. yellow patch
» How could you use this to (signal)

o petal :length, width characterize your dataset ?

- ‘b falls
3 (sepal)

o sepal : length, width




