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Introduction

Passwords are the most popular authentication method (default).

Password database leaks have shown that users tend to choose
easy-to-guess passwords.

John The Reaper or HashCat:

Dictionaries.
Previous password leaks.
Heuristics for password transformations.
Combinations of multiple words (e.g., iloveyou123456).
Mixed letter case (e.g., iLoVeyOu).
Leet speak (e.g., il0v3you).

Context Free Grammars.

Neural Network – FLA.
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Google Recommendations
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Google Recommendations
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Remember this plot from the morning?
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Password learning and generation

Improved Wasserstein Gan
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General Results
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High probability passwords
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High probability passwords
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Conclusion about PassGANs

PassGAN is comparable to current Passwords guessing procedures.

PassGANs provides better density estimate (not good anyway).

New structures are needed to improve in the mid-range estimates.

Passwords is a good benchmark for text generation GANs:

It is a relevant problem.
It is easier than natural language.
It has an on-the-job performance measure: number of guess
passwords.
It can help with density estimation evaluation, as the choices are
discrete and repeatable.

9 / 9


