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Building an image classification model



Goal

Classify images from the Simpsons to determine which 
character is in an image

What’s a Neural Network? 

● A logistic regression is a linear model. Each coefficient corresponds to one input

● Neuron = calculation unit parametrized by coefficients called weights, very similar to a logistic regression

Inputs OutputCalculations

Neuron



What’s a Neural Network? 

Neural Network = Architecture + Weights
Architecture

● number of neurons, linked between 
them, type of neurons …

● different architecture depending on the 
use case (image, text, … )

Weights

● parameters of the network
● depend on the data the model has been 

trained on
● “memory of the network”
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Training mechanism

Forward propagation

Backward propagation



What is Deep Learning ? 

f(          ) = dog

What is Deep Learning ? 

The goal is to use labelled training images to learn the parameters 
(weights) of the function f



Convolutional Neural Nets (CNNs)
Building Neural Networks

Conv

Conv

Conv

Output

Convolutional part
● Comprised of filters and feature maps
● Multiple convolutional layers to identify patterns
● Used as feature extractor to convert an image into features

Fully connected part
● Multiple fully connected layers
● Classify the image from the pattern identified within the 

feature extracted

Common Issues
Building Neural Networks

“I don’t have enough labelled data” “I don’t have a deep learning experts”

“I don’t have GPUs server” “I don’t have the time to wait for model training ”



3 ways you can do image classification

Using an of the shelf model 
pre-trained on lots of images

Fine tuning a pre-trained model 
to your own data by retraining it

Building and training your own 
Neural Network from scratch

No training, no need to have 
labelled images, very fast

Not flexible, low 
performance on specific 

use cases

Needs few images, fast and can 
perform well on specific use-cases

Not flexible, can perform badly on 
specific use cases

Very flexible, performs well 
on specific use cases

Needs lots of labelled 
images, long training time

Qty of training images

Specificity of task

Pre trained model

Transfer learning

Custom model

(Few-shot learning, CV…)

3 ways you can do image classification



Now let’s get our hands dirty !

0. Getting started



Connecting to your instances

https://dssX-design-bern.training.dataiku.com/

login : userY
password : obifYi

Create a project



Import the data

A folder is a directory where you can store every type of files (csv, pdf, jgp, …)

Let’s create a folder to store our train and test images.

Import the training images

In the folder settings, Read from Filesystem Root
set Path to /data/shared/shared_datasets/simspons/images 



Import the test images

In the folder settings, Read from Filesystem Root
set Path to /data/shared/shared_datasets/simspons/simpsons_test

Import the labels dataset

This dataset maps image files to labels i.e simpson character and will be used for training 
and testing the model

Create a Filesystem dataset, read from Filesystem root : 



1. Using a pre-trained model to classify images

Using existing knowledge of a model trained on a massive image dataset is often a good idea for generic 
problems and in case of limited resources to train our network 

Here, we are going to use a model that was previously  trained on the ImageNet dataset (over 20,000 categories 
from more than 14 million annotated images for computer vision research)

Using a pretrained model to classify images

http://www.image-net.org/


In DSS, Macros execute predefined 
project-level or instance-level actions.

The « Download pre-trained model » 
macro will create a managed folder on 
the flow and will download the 
pretrained selected model ResNet.

Download the pretrained model using a macro Use the pretrained model to predict test images

In DSS, each time you make a transformation of your data (an aggregation, a join, a python-based preparation), 
you will be creating a recipe. Recipes have input datasets and output datasets. The transformation to apply is 
configured in the recipe settings.

Additional toolboxes, called plugins, can be installed. We will use the Deep Learning image (GPU) plugin.



Use the pretrained model to predict test images

The goal is to score the uploaded images :

Choose the Image Classification recipe
Store the output  into 
filesystem_managed

Use the pretrained model to predict test images

Select the GPU that corresponds to your 
group !

Visualize predicted labels in the output 
dataset



The labels of the pretrained model are too generic and not adapted 
to our problem

2. Re-training a pre-trained model on Simpson images



Transfer learning is a method where a model developed for a task is reused as the starting 
point for a model on a second learning task

Here, we are going to re-train (i.e adapt) a previously trained model on our specific training 
dataset

We are not going to retrain all the layers, we will only retrain the last layer of the Neural 
Network and will capitalize on the knowledge already accumulated by the previous layers.

We will do so using the Deep Learning Image classification plugin’s retraining recipe!

Transfer learning Retrain the Resnet model on the training data

Create a new recipe from the plugin, use model downloaded in step 1 as a basis



Computer Vision - Revolution of Depth
Resnet Background

Reproduced from Kaiming He’s 2016 ICML tutorial “Deep 
learning gets way deep”

Is the process of developing better learning networks, simply a matter of stacking more layers in the 
architecture (going deeper)?

Simply Stacking?
Resnet Background



Example of empirical evidence - see He, Zhang, Ren, & Sun (2015) 
Deep Residual Learning for Image Recognition in arXiv:1512.03385

Simply Stacking?
Resnet Background

● Overly deep plain nets have higher training error
● Runs counter to what we would expect

What is a Residual Network

“Plain” 
Network

Resnet 

https://arxiv.org/abs/1512.03385


Retrain the Resnet model on the training data
Resent is comprised of 152 layers (compared to 16 in VGG16 and 8 in AlexNet) - i.e. deep

Image sizes: 224 x 224
Batch normalization before each convolution
SGD with mini batch size 256
No dropout

The architecture can be found here

We can start retraining only the last layer, then last layer + last block etc ...

Retrain the model on the training data

Describes the relative path to where the image is

Labels of the images from the managed 
folder

http://ethereon.github.io/netscope/#/gist/db945b393d40bfa26006


Retrain the model on the training data

Start with last layer only, then increase to 5 to 
retrain last block too 

How big the weight updates will be, start at 0,001

Number of images used for one weight update, start at 32 
and increase until you get memory error

Hands-on Part III

Configure the training

Model retraining

• Batch size : number of images in one batch 
(one weight update). Should be as high as 
possible. But restricted by the GPU memory. 
Start with 32 and extend until you have a 
memory error

• Steps per epochs : number of weight 
updates between each evaluation of the 
model on the validation dataset

• Number of epochs : for each epoch, the 
neural network will see batch size x steps per 
epochs

• Number of validations steps x batch size 
images to evaluate the validation metrics

The Simpsons dataset

● 7000 images
● How to fill in the training parameters for the 

neural network to see one path of the full 
dataset in one epoch ?



Hands-on Part III

Check the logs to monitor learning metrics

Model evaluation

● Epoch number
● loss, acc : evaluation of the loss function and 

accuracy on the training set
● val_loss, val_acc : evaluation of the loss function 

and accuracy on the validation set → monitoring

Retrain the model on the training data

Using GPU will improve dramatically training time, GPUs enable to do parallel operations (matrix 
multiplications) faster than CPU during training phase

Your GPU index 



Retrain the model on the training data

You can review the Job logs to see how your retraining efforts are progressing.

Training Validation

Apply your most accurate model on the test set 

BONUS : Compute the accuracy of the model 
on the test set
● With visual recipes
● In a python/R notebook
● in a dataset metric

Apply the new model to score the test set



Come Again?

We have scored and transferred learning from a state of the art Neural Network 
architecture to our classification problem … without a single line of code 



4. Feature Extraction

● Feature extraction
○ Convert an object in features
○ These features can be used to represent the image in another model
○ Images → Features → ML model

● Essentially we use the trained CNN as an arbitrary feature extractor: An image is pushed through the network, 
stopping at an arbitrary layer and generating values that can be treated as a feature values for additional ML

● If you don’t have any labeled data, extract features from a pretrained model and insert this new information 
in your data pipeline

● Feature extraction ∴ allows for using a CNN & additional ML in prediction tasks where the classes were not 
part of the original training for the CNN

Feature Extraction
Deep Learning



1

2
3    Use the last layers to represent the CNN as vector of 

features

Review the resulting feature extractions

Feature vectors that can be used as an input of 
a machine learning model or in any application 
to represent image signal (similarity between 
images, recommendation engine, visualization)



Challenge - Prep the Data

1. Create a prepare recipe that extracts the target based 
on the image name column

● Split to retrieve the character name
● Rename the columns properly

Use Features in New ML Algorithm(s)



Building ML Model Building ML Model

Treat features column as a Vector 



Experiment with some different 
models

Deploy your chosen model to the 
flow

Score Test Images with the ML

Reproduce the data flow : extract features from test images and prepare the data

Hint: 
SHIFT + click for multi selection to 
COPY part of the workflow

or

Reproduce recipe step-by-step



Evaluate that prepared test set
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Hope you had FUN!


