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Goal

Classify images from the Simpsons to determine which
character isin an image

What’s a Neural Network?

Alogistic regression is a linear model. Each coefficient corresponds to one input
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Neuron = calculation unit parametrized by coefficients called weights, very similar to a logistic regression
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What’s a Neural Network?

Neural Network = Architecture + Weights
Architecture

e number of neurons, linked between
them, type of neurons ...

e different architecture depending on the
use case (image, text, ...)

7 3
Weights
. , ) e parameters of the network

e depend on the data the model has been
trained on
o “memory of the network”
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Training mechanism

Forward propagation
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Backward propagation

data
iku




(

LABELED
PHOTOS

DOG

)

What is Deep Learning ?
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What is Deep Learning ?

The goal is to use labelled training images to learn the parameters
(weights) of the function f
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Building Neural Networks

Convolutional Neural Nets (CNNs)

Output
2 Fully connected part
00000 e Multiple fully connected layers
e  Classify the image from the pattern identified within the
(AL 2 feature extracted
Conv
Convolutional part
cony e  Comprised of filters and feature maps
e Multiple convolutional layers to identify patterns
e  Used as feature extractor to convert an image into features
Conv

Building Neural Networks
Common Issues

“I don’t have GPUs server”
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“I don’t have the time to wait for model training ”




3 ways you can do image classification

O @ %

AN
Using an of the shelf model Fine tuning a pre-trained model Building and training your own
pre-trained on lots of images to your own data by retraining it Neural Network from scratch
No training, no need to have Needs few images, fast and can b Very ﬂex'bliz performs well
-E labelled images, very fast *  perform well on specific use-cases - on specific use cases

. Not flexible, low = Not flexible, can perform badly on - Needs lots of labelled

\F performance on specific specific use cases \F images, long training time
use cases

3 ways you can do image classification

Qty of training images

&
e Custom model

[Transfer learning

Specificity of task

o

Pre trained model

0o
>

(Few-shot learning, CV...)




Now let’s get our hands dirty !

0. Getting started




Connecting to your instances

https://dssX-design-bern.training.dataiku.com/

login : userY
password : obifYi
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Create a project
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Import the data

Afolder is a directory where you can store every type of files (csv, pdf, jgp, ...)

Let’s create a folder to store our train and test images.

Managed dataset

® o _ Folder

Dataset from another project
Metrics

(]
E
]
1<}

Internal stats
Editable

) BRI

Import the training images

In the folder settings, Read from Filesystem Root
set Path to [data/shared/shared_datasets/simspons/images

Hand

Storage  Partiioning  Advanced /
Type Filesystem -
Read from flesystem_root -

Path (datalshared)shared_datasets/simspons/images BROWSE
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data
Import the test images

In the folder settings, Read from Filesystem Root
set Path to /data/shared/shared_datasets/simspons/simpsons_test

Storage  Partitonin B Advanced
Type -
Read from ot -

data
Import the labels dataset

This dataset maps image files to labels i.e simpson character and will be used for training
and testing the model

Create a Filesystem dataset, read from Filesystem root :

simpson_labels




1. Using a pre-trained model to classify images

. . g s dat:
Using a pretrained model to classify images
Using existing knowledge of a model trained on a massive image dataset is often a good idea for generic
problems and in case of limited resources to train our network

Here, we are going to use a model that was previously trained on the ImageNet dataset (over 20,000 categories
from more than 14 million annotated images for computer vision research)



http://www.image-net.org/

Download the pretrained model using a macro

A Deep Learning Workshop [l

In DSS, Macros execute predefined

; - . as
project-level or instance-level actions. ey
The « Download pre-trained model »
macro will create a managed folder on
the flow and will download the — o
pretrained selected model ResNet. L
& Macro "Download pre-trained model"
Use this macro to download model files to your project.
Output_ folder name model_weighls Use a different folder for each downloaded model.

Pre-trained model to download | Resnet trained on Imagenet b
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Use the pretrained model to predict testimages

In DSS, each time you make a transformation of your data (an aggregation, a join, a python-based preparation),
you will be creating a recipe. Recipes have input datasets and output datasets. The transformation to apply is
configured in the recipe settings.

Additional toolboxes, called plugins, can be installed. We will use the Deep Learning image (GPU) plugin.

C A - HRECIPE =+ DATASET =

)

images_train

® visual
 Code
# Hadoop & Spark

@ Deep learingon images (GPU) —

labels

images_test model_weights
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Use the pretrained model to predict test images i

Image classification

Images feature extraction

penitmae)

Retraining image classification model

e ey the st retiin e, pooing)
The ecipeakesas npus:

The goal is to score the uploaded images :

Choose the Image Classification recipe

® Custom recipe "Image classification”

Image folder @

images test

Modelfolder @

model weights

Store the

data

Add new dataset
Name.

testscored
Storeinto

Flesystom_managed =

Format

= -

(CREATE DATASET

CanCEL

output into

filesystem_managed

Use the pretrained model to predict test images

Recipe settings

Max number of class labels 5 <

Min probability threshold 01 o | Class tabels less
Use GPU

List of GPUs to use 0 Comma separated list of GPU indexes

Memory allocation rateperGPU |1 ¢

Select the GPU that corresponds to your
group !

images prediction error
string string bigint
Text Object integer
bart_simpson_43.jpg ]

abraham_grampa_simpson_1ipg.
charles_montgomery_burns_21pg
tisa_simpson_14jpg
sideshou_bob_48,0g
bart_simpson_3pg
milhouse_van_houten_Spg
omer_simpson_43jpg
marge.simpson 22.og
moe_szyslak Sjp.
krusty_the_clown_19,0g

principal_s

Cvolleyball'0.25293847518510437)
{'desk':0.1656420230865478S)
[envelope":0.12832503020763397,"street_sign”: ..
{"book jacket"0.45227447152137756, "comic_bo..
{'comic_book':0.251367443760437, book ket
{picket_fence":0.14136412739753723, "S": 0112
{racer”;0.18443113565444946,"comic_book': 0.1
e

{rcor

riling_platform" 0.312079519033432, "harvest.
. book': 0.5230382680892944]

0.7031659483909607, "potter’

data
iku

{rcc{tolleseat 0. “potter's.y

Visualize predicted labels in the output

dataset




The labels of the pretrained model are too generic and not adapted
to our problem

‘ & I\
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2. Re-training a pre-trained model on Simpson images
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Transfer learning Retrain the Resnet model on the training data

Create a new recipe from the plugin, use model downloaded in step 1 as a basis

Transfer learning is a method where a model developed for a task is reused as the starting
point fora model on a second learning task

Here, we are going to re-train (i.e adapt) a previously trained model on our specific training
dataset

Addfolder

We are not going to retrain all the layers, we will only retrain the last layer of the Neural
Network and will capitalize on the knowledge already accumulated by the previous layers.

We will do so using the Deep Learning Image classification plugin’s retraining recipe!




Resnet Background

Computer Vision - Revolution of Depth

AlexNet, 8 layers
(ILSVRC 2012)

VGG, 19 layers
(ILSVRC 2014)

Reproduced from Kaiming He’s 2016 ICML tutorial “Deep
learning gets way deep”

v
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GoogleNet, 22 layers e
=
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Training Error

Resnet Background

Simply Stacking?

Is the process of developing better learning networks, simply a matter of stacking more layers in the

architecture (going deeper)?
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Plain Network Plain Network Resnets
= =
: d
w Empirically w
= -~ o
= c
£ £
& &
Theory
Network Depth Network Depth Network Depth




Training Error
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Resnet Background

Simply Stacking?

Example of empirical evidence - see He, Zhang, Ren, & Sun (2015)
Deep Residual Learning for Image Recognition in arXiv:1512.03385

Plain Network

Empirically

train error (%)

test error (%)

W 56-layer
56-layer M

14 0} e

Network Depth

\ 20-layer
/ 20-layer

T34 3 T
iter (le4) iter (1e4)

e Overly deep plain nets have higher training error
® Runs counter to what we would expect

What is a Residual Network

“Plain”
Network
Input Output

Resnet

Input Output

data
iku



https://arxiv.org/abs/1512.03385

Retrain the Resnet model on the training data
Resent is comprised of 152 layers (compared to 16 in VGG16 and 8 in AlexNet) - i.e. deep
Image sizes: 224 x 224
Batch normalization before each convolution
SGD with mini batch size 256
No dropout
The architecture can be found here

We can start retraining only the last layer, then last layer + last block etc ...

res2a_branch2a
bn2a_branch2a
res2a_branch2b
bn2a_branch2b
res2a_branch2c
bn2a_branch2c

scalezb_branch2b

scale2a_branch2a

res2a_branch2a_relu
scalea_branch2b

res2a_branch2b_relu
scaleza_branch2c

res2b_branch2a

bn2b_branch2a
scale2b_branch2a
res2b_branch2a relu
res2b_branch2b
bn2b_branch2b
res2b_branch2b_relu
bn2b_branch2c.
scale2b_branch2c

res2b_branch2c

HE
d 3
HE

res2a
res2a_relu

res2a_branch1
bn2a_branch1

scale2a_branch1

Retrain the model on the training data

Retraining image classification model

ges. You parameters

Itis possible to retrai X i fixed by the first
retraining (size, pooling).

The recipe takes as inputs:

= Amanaged folder containing a keras model (for example downloaded with the 'Download pre-trained model' macro)
= Amanaged folder containing images on which the model will be retrained

labels 2 8 3 path of each image
Plugin documentation (2
DATASET WITH LABELS
Image filename column path - Describes therelative path to where the image is
Label column target -,
Train ratio full_path Joportion
Random Seed el Sing e random s allowsfor eprocucible st )
target Labels of the images from the managed

folder



http://ethereon.github.io/netscope/#/gist/db945b393d40bfa26006

Hands-on Part llI

Retrain the model on the training data

Model retr:
Configure the training
poctng e - TRAINING
JE— - .
et orein it e e Startwithlastlayer only, then increase to 5 to « Batch size : number of images in one batch Batchsize Ll
. o2 retrain last block too (one weight update). Should be as high as Number of epochs 30
— - possible. But restricted by the GPU memory. B .
Start with 32 and extend until you have a tepsperepoc %
J— memory error Number of validation steps 20
ot o - . . . « Steps per epochs : number of weight Data Augmentation O
Leamingate o1 «~——————————————1+—— How big the weight updates will be, start at 0,001 updates between each evaluation of the g -
Seteniem—_-—n = model on the validation dataset Tensorboard You can access tensorboard via a DSS webapp
— ; * Number of epochs : for each epoch, the
Batchsize “ —_— Number of images used for one weight update, start at 32 5 - » "
—— B and increase Uﬂgm you get memory egrrorp neural network will see batch size x steps per The Simpsons dataset
e E epachs o 7000 images
U « Number of validations steps x batch size e How tofill in the training parameters for the
Tensorboard images to evaluate the validation metrics neural network to see one path of the full
dataset in one epoch ?




Hands-on Part l|

Model evaluation

. . . e I
Check the logs to monitor learning metrics [PED) [BUSHN] 7520 hons: . - ce 0575 - otss: . - s
e il PRIt - aces 0918 - vl tss 4,582 - v 0520
ERER FRUt T 70 Ranss 3.0 - ccs 0.9728 - vel_toss: 3208 - v oce: 0,986
mpsons Recipes 3 e [t © oo
EDED] [Barbtite] - Eocn s/ - -
) R U B v e 0 vt 90 - s vz
compute_llgix2lY BRER FRUt T P Rens: 1,07 - ccs 0.9 - vel_toss: 0978 - v oce: 0,988
s FEEE) (e 1EMUAE - R s 0.7458 - ace 0.9970 - vn_toss: 0.7950 - vat_oce: 03wz
Scenarios EDEO] [Barbtite] - Eocn s/ % v
e} il - R o - aces 09586 - vl toss: 0.3 - v 0508
Monitoring EDEOT [Barbti1e] - Cooape Toss: 0.5782 - cc: 0.9990 - val_loss: 0.69% - val_occ 0,967
38 et o)
PRED) el - LI e 0959 - v toss 0,88 - v acs 0504
Poolin Hhes) fEenty - i
e R
2] e fannied - o)
Image width/height 1371181 Hheo) fa ottty - tocn 13/
EDeo] [Babtite - o 1 ¥ .
BB} BEEY T R - 0.9 v 0.7 - s 0535
Fhes) U T T30 o - ace 098 - vt 0,650 - oo 0508
e}l - e
e el -SRI e e 0950 - v toss 0612 - v acs 0503
e e
= BB BEE T R s - 0.9 v s 0.0 - v 0593
ES R B~ R v e 0m v 0575 v a0
D S ez 25 [ famitie] - o e s .00 - e e 0590 - vl ce: 03657
[peD) faumg - e
L - [D¥0) [oku.utals] 3" Toss: 0.4564 - acc: 0.9997 - val loss: 0.5931 - vol.occ: 9.9489

e Epoch number

® loss, acc: evaluation of the loss function and
accuracy on the training set

e val_loss, val_acc: evaluation of the loss function
and accuracy on the validation set > monitoring

Retrain the model on the training data

Using GPU will improve dramatically training time, GPUs enable to do parallel operations (matrix
multiplications) faster than CPU during training phase

GPU
Use GPU

Your GPU index
List of GPUs to use 1 Comma separated list of GPU indexes.

Memory allocation rate per GPU | 1
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Retrain the model on the training data

You can review the Job logs to see how your retraining efforts are progressing.

[INFO]

Monitoring [INFO]

[10:00:12] [INFO]

[INFO]

[dku.
[dku.
[dku.
[dku.
[dku.
[dku.
[dku.
Lutils]
[dku.

[dku.
[dku.
[dku.
[dku.
[dku.
[dku.
[dku.
[dku.
[dku.
[dku.

[dku

Cdku

utils]
utils]
utils]
utils]
utils]
utils]
utils]

utils]
utils]
utils]
utils]
utils]
utils]
utils]
utils]
utils]
utils]
utils]
utils]

Epoch 1/10

“240s - loss: 1.8831 - ace: 0.4331 - val_loss: 1.7453 - val_ace
Epoch 2/10

“2ds - loss: 1.0070 - acc: 0.7334 - val_loss: 1.0802 - val_acc:
Epoch 3/10

%245 - loss: 0.7581 - acc: 0.8003 - val_loss: 0.8223 - val_acc:
Epoch 4/10

“2ds - loss: 0.6301 - acc: 0.8438 - val_loss: 0.7801 - val_acc:
Epoch 5/10

%285 - Toss: 0.5228 - acc: 0.8734 - val_loss: 0.6939 - val_acc:
Epoch 6/10

“2ds - Toss: 0.4558 - acc: 0.8901 - val_loss: 0.6751 - val_acc:
Epoch 7/10

%26 - Toss: 0.4198 - acc: 0.9010 - val_loss: 0.6349 - val_acc:
Epoch 8/10

“2ds - Toss: 0.3592 - acc: 0.9177 - val_loss: 0.6141 - val_acc:
Epoch 9/10

“ 245 - loss: 0.3166 - acc: 0.9336 - val_loss: 0.6202 - val_acc:
~ Epoch 10/10

245~ oss: 0.3028 - acc: 0.9362 - val_loss: 0.5871 - val_acc:

L J L J

T T
Training Validation
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0.4500

o

o.
o.
o.
o.
o.
o.
o
[}

6761
7649
7704
w027
a1
a1z
a7s
a6
a3

Apply the new model to score the test set o

Apply your most accurate model on the test set

3recipes in "Deep Learning i

age (CP

@ masecasifation

@ mas featureextraction

teamingengie

@ Fetrining imaga classifcaion model

wer e b the st retsining ¢, poiing,
The ecpe takes asinputs:

asthey

macro)

Viewing dataser sample cctonianse o

BONUS : Compute the accuracy of the model
on the test set

With visual recipes
In a python/R notebook
in a dataset metric




= Come Again?

Extractfrom images with (7).

Rename column "Y' to target’
Extractfrom predicton with " \ws)"

Extractfrom prediction with “(\we)" &

putcsumn We have scored and transferred learning from a state of the art Neural Network

Cretecolamns.conct it formul preiclon architecture to our classification problem ... without a single line of code
rtator vt ot
predision
Jumpp—— opirxpesion
o

Create a special found' column

Extract all occurrences.

Matches teral *then a capture group s defined.
using ) w# matches any word characte (equal
t0[2-2420:9 )+ Quantifer ~ Matches.

< 'ls_correct"on sample  ~ -(2distinct) between oneand unlimited times,as many
timesaspossile,gingbackas eeded

CATEGORICAL NUMERICAL VALUES CLUSTERING (ereedy)

SRy Count % Cum. %
valid o1 w000% 1 s 10 780
Uniaue o 00w

Il o om0 us 210 1000
Empty o 0w

ouniues 00%

INVALIDS 00%
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Deep Learning
Feature Extraction

e  Feature extraction
o Convertan object in features
o These features can be used to represent the image in another model

4, Feature Extraction o Images > Features > ML model

— e  Essentially we use the trained CNN as an arbitrary feature extractor: An image is pushed through the network,
stopping at an arbitrary layer and generating values that can be treated as a feature values for additional ML

e Ifyoudon't have any labeled data, extract features from a pretrained model and insert this new information
in your data pipeline

e  Feature extraction .". allows for using a CNN & additional ML in prediction tasks where the classes were not
part of the original training for the CNN
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@ Images feature extraction
Use this recipe to extract the values taken by one of the layers of the neural network. This process is called feature extraction.
Itis recommended to use the neural network's latest dense layers, usually the one before the classification layer
(penultimate).
This recipe takes as input a folder of images and another folder containing a pre-trained model. It outputs a dataset
containing the image path and a vector column with the output of each neuron in the selected layer.
This is meant to be used for feature extraction, which can then be used for transfer learning in the Dataiku DSS machine
learning engine.
2
& Custom recipe "Images feature extraction”
3 Use the last layers to represent the CNN as vector of
Slnputs “0utputs features
Image folder @ Output dataset @ Recipe settings
images_train 5 exracted_feats_traning (Managed) Select extracted layer Flatten (-2) -
List of GPUs to use 0 Comma separated list of GPU indexes

Model folder @

model_eights_resnet

CHANGE

Memory allocation rate per GPU ' 1 v

Show Model Summary

iku

Review the resulting feature extractions

images prediction error

string string bigint

Text Amay Integer
lisa_simpson_pic_0094.jpg [0.006433 , 1.35° 121,00, ... [
krusty_the_clown_pic_0058.jpg [o. 14, 0. 1,0.0,0.2

sideshow_bob_pic_0411.jpg
apu_nahasapeemapetilon_pic_0323.jpg
homer_simpson_pic_0132.jpg
abraham_grampa_simpson_pic_0453.jpg
ned_flanders_pic_0355.jpg

[0.08512356877326965, 1.2458360195159912, 0.00...

[0.1465371996164322, 3.063199758529663, 0.0, 1.

[o. 218271255, 0.479 5,0....

[0.4685455560684204, 0.9452148079872131, 0.231...
[0.12418466806411743, 0.7054527401924133, 0.0, ...

© © © © o

Feature vectors that can be used as an input of
amachine learning model or in any application
to represent image signal (similarity between
images, recommendation engine, visualization)

data
iku




Challenge - Prep the Data

1. Create a prepare recipe that extracts the target based

on the image name column

e  Split to retrieve the character name
e Rename the columns properly

splitimages on_pic
.

Removeimages 1

Rename column ‘images_0'to target"

Rename column prediction’ to ‘features’

images
string

Text

lisa_simpson_pic_0094,pg
krusty_the._clown_pic_0058,pg
sideshow_bob_pic_0411jpg
apu_nahasapeemapetilon_pic_0323.jpg
homer_simpson_pic_0132.jog

abraham_grampa_simpson_pic_0453.jpg

ned_flanders_pic_0355jpg

target
string

Text

lisa_simpson
krusty_the_clown
sideshow_bob

apu.

features.

array
aray

[0.006433751899749041, 1.357283592224121, 0.0, ...

0.184280663728714, 0,1969044953584671, 0.0, 0.2.
[0.08512356877326965, 1.2458360195159912, 0.00..

homer_simpson
abraham_grampa_simpson

ned_flanders

o. 00,17...
[0.032075051218271255, 0.47969865798950195, 0....

[0.4685455560684204, 0.9452148079872131, 0.231....

[0.12418466806411743, 0.7054527401924133, 0.0,

Use Features in New ML Algorithm(s)

e Summary  Explore  Charts  Status

Viewing dataset sample  Configure sample @

.
images target
string string

Tt Tot
lisa_simpson_pic_0034,pg lsa_simpson
4 Lab for "extracted_feats_training_prepared"

2 Visual analysis

new quick MooeL

< Prepare data and build models 3% k4

/A

History  Settings
features
arrey
sy
0.006433751899749041, 1.357283592224121, 00, .
[% Code Notebooks
2ag s [raRs——

@ e
A os

= @

1147 matching rows

ab or eracte_fe

o




Building ML Model

4 Labfor "exracted_feats_training_prepared"

Choose your prediction style

Select yourtargetvariable  trget

4 Labfor“extracted_feats_traffing prepared”

i{)! ok
o o

Expert Mode

Automated Machine Learning.

CUF = MyAlgo()

Choose Algorithms Deep Learning. Write Your Own Estimator

engine nmemory + Ergne Ko Tensorfow + engine innemory +

Narmeyour sy chese s ot n . e [0

Building ML Model

a ML Algo for target on extracted_feats_training_prepared

Oredicttarget = Bl

Summary  Script

data
iku

Charts  Models

Acrions ~

. Features Handling

Target © & Damset v Q Handling o

Trin Test et -

Metrics

A taget
FEATURES Tarpot varablo ® Role Reject Variable type Acategorical
© it Jm—
Features handling 8 [] features. a
. Unfold IText
Festuregenes 5 © e
Featureredulfion P
Vectorhanding  Unfold et ane coumnper = e " " i Oroprows dentpredictthem ~

MODELING et

Algorithms .

Hyperparameters

Treat features column as a Vector




ML g or ot on e, et srining prepred

e lers i

XGBoost

7 Moteis | XGBoost +

Experiment with some different
models

ROCAUC.0973

Score Test Images with the ML

Reproduce the data flow : extract features from test images and prepare the data

o ¥ rotmsrgran..-
=

///

{
Hint: \
SHIFT + click for multi selection to )
COPY part of the workflow /
or

Reproduce recipe step-by-step

etracted_fats test

I 4

pisBo0sT.

preicion 3

=

ettt

u




Evaluate that prepared test set

Evaluate model on already-known data

@

Evaluate

@ Eveluatea model's performance

Prediction model

test_set_scored (anaged)

metrics

st set.

@LateNightSeth
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Hope you had FUN!
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